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Executive Summary

TR-134defines an architectural Framework to provide policy control of Broadband-Multi
Service Networks This Technical Reporspecifies business requirements, use cases, and a
minimum set of Informatin Flows that facilitate the management and execution of policies.
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1 Purpose and Scope

1.1 Purpose
The Broadband Policy Control Framework (BPC Framework) addresses the following:

- Providing Broadband network services based on Policies
- Dynamic and/or statiactivation and management of ted2olicies

These Broadband network capabilities are broadly aligned with the architectures, interfaces and
protocols specified in generic NGN standards.

1.2 Background

Numerous Broadband Forum décemelCCoant meht ieos onR
Serverso as an archit ect urrR-@5H1], TR08%20 TREOAAS], Ref e
TR-101[6], TR-1047], TR-1449] andTR-14710], some of which have dedicated sections

related to policy and policy management. Despite such common use of these concepts and high
level statements of requirementhe Broadband Forum has not agreed upon definitions for

Policy or Policy Management.

Several SDO and industry initiatives have also been developing their own NGN architectures. A
key feature of these architectures has been the development of pdlipgleny management
architectures, interfaces and procedures. Such architectures include those fromTh&TRJ
TISPAN, ATIS, 3GPP and 3GPP2. Each of these architectures provides a different approach to
the common goal of providing support for NGN apglions over a broadband access network.

The Broadband Forum has not adopted any of these solutions as a preferred architecture, or

offered its own contribution towards selecting, interoperating, augmenting, or replacing any of

these architectures. Remt wor k often cites the need to ali
with multiple 3¢ party NGN standards (e.§R-14409]). The Broadband Forum does maintain

active liaison relationships with several of the above organizatidhsegpect to policy

management architecture. In particular the BBF is working jointly with 3GPP on requirements

and an architectur&drameworkfor fixed-mobile interworking.

1.3 Scope

TR-134augments the Broadbdn For umoé s B r-Semickarahitedturddpiricluding TRs
059, 101, 102, 147 antR-1449], with an integrated approach to policy management and
control. It uses business requirements as a tool to identify the features db&rdaviultt

Service network architectures that it may be appropriate to control by means of policy, and
provides a&Frameworkandinterfacedor such policy management and control. The relationship
between the Broadband Forum approach and various ext¢éanala®d Development
Organizations (SDOs) policy and NGN efforts is also descrénsd the integration of features
to allow the broadband multiservice network to work with generic NGN architectures. These
features are then exposed via a set of Informdtows. The ultimate gosareto develop an
Information Model, based on existing standatdgyrovide any necessary extensions to address
the aforementioned business requirementsi@ddfine a general extensibility scheme to meet
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future requirementd R-134is the first step in the development of a comprehensive information
model for supporting policy based management and control

1.4 Relationship to other Broadband Forum Technical Reports

This Technical Reportonsolidates requirements from various existing Broadband Forum TRs to
form an integrated view of current business and technical requirements for policy and policy
management.

Specifically, thisTechnical Reporbuilds on requirements from the following sources

- TR-0581 Multi-Service Architecture and Requirements

-  TR-05971 Architectural Requirements for the support of Gx&bkd IP services
-  TR-0927 BRAS Requirements

- TR-1017 Migration to Ethernet DSL Aggregation

- TR-1027 Service Interface Requirements for-DB8 Architectures

- TR-144 Broadband MultiService Architecture &rameworkRequirements

- TR-14771 Layer 2 Control Mechanism For Broadband Mi@8rvice Architectures
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2 References and Terminology

2.1 Conventions

In this Technical Reportseveral words are used to signify the requirements of the specification.
These words aralwayscapitalizedMore information can be found be in RFC 2[1118.

MUST This word, or the t e rthedefinRidh(@En
absolute requirement of the specification.

MUST NOT This phrase means that the definition is an absolute prohibition of
specification.

SHOULD This word, or theermiA RECOMMENDEDO , means
exist valid reasons in picular circumstances to ignore this item, bt
the full implications need to be understood and carefully weighed
before choosing a different course.

SHOULD NOT This phrase, or the phrase "NOT RECOMMENDED" means that t
couldexist valid reasons in paular circumstances when the
particular behavior is acceptable or even useful, but the full
implications need to be understood and the case carefully weighe
before implementing any behavior described with this label.

MAY This word, or theermit OP T 1 ONA means t hat
an allowed set of alternatives. An implementation that does not
include this option MUST be prepared to intgrerate with another
implementation that does include the option.

2.2 References

Thefollowing references are oélevance to thi§echnical ReportAt the time of publication,

the editions indicated were valid. All references are subject to revision; userskdc¢hisgcal
Reportaretherefore encouraged to investigate using the most recent edition of the references
listed below.

A list of currently validBroadband-orum Technical Reports is publishedhatw.broadband
forum.org

Documert Title Source Year

[1] TR-058 Multi-Service Architecture and Framework Requireme BBF 2003

2] TR-059 DSL Evolutiori Architecture Requirements for the BBF 2003
Support of Qodnabled IP Services

B8] TR-069 CPE WAN Management Protocol v1.1 BBF 2007

Amendment 2

[4] TR-092 Broadband Remote Access Server (BRAS) Requirem BBF 2004

Document
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[5] TR-098 DSLHomeTM Gateway Device Version 1.1 Data Mod BBF 2008
for TR069
[6] TR-101 Migration to EtherneBased DSL Aggregation BBF 2006
7 TR-102 Service Interface Requirements Td®-058 Architectures BBF 2006
[8] TR-124 Functional Requirements for Broadband Residential BBF 2008
Gateway
[9] TR-144 Broadband MultiService Architecture & Framework  BBF 2007
Requirements
(10 TR-147 Layer 2 Control Mechanism for Broadband Multi BBF 2008
Service Architectes
[11] TR-181 Device Data Model for TR69 BBF 2010
2] TR-181 Issue 1 Device Data Model for TR69 BBE 2010
[13] TR-181 Issue 2 Device Data Model for TR69 BBE 2010
4] RFC 2119 E:\)//e\i\éords for use in RFCs to Indicate Requirement IETE 1997
[15] RFC 2753 A Framework for Policybased Admission Control IETF 2000
[16] RFC 2865 Remote Authentication Dial In User Service (RADIUS IETF 2000
[17] RFC 2866 RADIUS Accounting IETF 2000
[18] RFC 3060 Policy Core Information Modet Version 1 Specificatior IETF 2001
[19] RFC 3198 Terminology for PolicyBased Management IETF 2001
20] RFC 3460 Policy Core Information Model (PCIM) Extensions IETE 2003
[21] RFC 3585 IPSecConfiguration Policy Information Model IETF 2003
22] RFC 3588 Diameter Base Protocol IETE 2003
23] RFC 3644 Policy Quality of Servie (QoS) Information Model IETE 2003
24] RFC 3670 g;?;r;;tri]o&gil:(r)]c;ili;(r)rstescribingletwork Device QoS IETE 2004
25] RFC 5176 Dynamic Authorization ExtensionsRemote IETE 2008

Authentication Dial In User Service (RAD®Y

Protocolfor Access Node Control Mechanism in
[26] RFC 6320 Broadband Networks IETF 2011

[271 WT-145 Multi Service Broadband Network Functional Modules BBF
and Architecture

[28] WT-146 IP Sessions BBF

[29] WT-178 Multi-service Broadband Network Architecture and  BBF
Nodal Requirements

[30] WT-203 Interworking between Next Generation Fixed and 3GF BBF
WirelessNetworks

[31] TS 29.212 Policy and Charging Control (PCC) over Gx/Sd 3GGP 2012
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reference point
3GPP Technical Specification Group Services and

System AspectBolicy and chargig control architecture >o + 2911

[32] TS 23.203

Telecommunications and Internet converged Services ETS|

33 TR 182031 and. Protocols for Advanced Networking 2010
[34] 282003 Telecommunications and Internet converged Services ETSI 2009
and Protocols for Advanced Networking (TISPAN);
Resource and Admission Control S8ystem (RACS):
Functional Architecture
[35] Y.2001 General overview of NGN ITU 2004
[36] VY.2111 Resource and admission control functions in next ITU 2012
generation networks
[37] Y.dpifr Framework for Deep Packet Inspection ITU 2011
2.3 Definitions
The following terminology is used throughout thischnical Report
AAA Client function A logical entity that sends authenticating, authorizing and

accounting requests tm AAA Server funcion. An
example ofan AAA client function contained with a
network node is a Network Access Server (NAS) as
described in RFE€286916] and 28661L7]. Examples of
AAA client functionin BBF TRsarethe BRAS ofTR-
0592] and the BNG offR-101[6].

AAA Server function A logical entity in the clienserver relationship that replies
to AAA Client Authentication, Authorization and
Accounting requéds. The AAA server function idypically
responsible for receiving user connection requests,
authenticating the user, and replyinghe AAA Client
function withan Accept orDeny response. The AAA
Server function can returas part of this replysomeor all
of theconfiguration information necessary for the AAA
client function to deliver service to the usemn AAA
server function can act as a proxy client to other AAA
server functions or other kinds of authentication server
The AAA Server functiondoes not contain any business
logic other than basic authentication.

AAA Server A physical device that contaias AAA Server functiors.
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AAA Protocol

Bandwidth on Demand

A communications protocol that supports exchange
between AAA Client and Server functionExamples of
AAA protocols include RADIUSSndDIAMETER.

The ability to change the access bandwidth allocated in
response to applications, specific network connectivity, or
userrequest.

Broadband Network Gateway (BNG) IP Edge Routewhere bandwidth and QoS policies

BRAS

Charging Key

Charging Control

Condition

Congestion Point

Control Policy

Januarn2013

may be applied. This term is used instead of BRAS to
denote an Etherneentric IP edge node in thi®echnical
Repor{and inTR-101[6]).

Broadtand Remote Access Server ig tiggregation point

for user traffic. It provides aggregation capabilities (e.qg. IP,
PPP,and Etherngtbetween the access network and the
NSP or ASPIt can also support policy management and IP
QoS in the access network.

A parameter used by the charging system to indicate the
appropriate charging rate for a given flow.

The process of associating packets, belonging to a service
data flow, with a charging key and applying online and/or
offline charging, as appropriate.

A condition in its most general form is any expression that
can evaluate to true or fals& condition is often referred to
as a match criterion.é. if a specific criterion is
met/matched, then the associated actipwfll execute).

A physical or logicakgresgoint in the network wheréne
sum of aggregated ingresaffic can be larger than
available physical or logical bandwidtRhysical
congestion points include Ethernet gamd DSL local
loops. Logical congestion points include ATM \$CATM
VPs, Ethernet VLAM, Ethernet SVLAN and MPLS LSB.

A type of mplicy for which the execution trigger is an
explicit controtplane event (e.g. a signaling event, a timer
expiry event)and for which the action(s) does not entalil
the processing of a forwarded data packet.

A Control Policy is defined by both:
A set of conditions which describe the event which triggers
the execution of the policy actigrend
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1 A set of actions to be applieghen the conditions are met,
including:
o Terminate a session
0 Request a subscriber'saathentication
o Trigger the involvement of another PDP
o Trigger the activation of other policies (either
Traffic Policies or Control Policies)

Downstream The directiorof datatransmission from the regional
network to the Access Node and from the Access Node
towardsthe end user.

Upstream The direction of transmission from the end user to the
Access Node and from the Access Node towards the
regional network.

Dynamic Policy Rule Policy rule for which the definition is provided from the
PDP to the PEP

Event report A notification message sent from the PERN®PDP,
which include informationon an eventhat hasoccured
that corresporellto an event trigger

Event Trigger Specifies the event reporting behaviolP&P. Event
triggers may be unconditionally reported to PDP, or
subscribed to by the PDP

Policy Decision Point (PDP) A logical entity that makes policy decisions

Local Policy Decision Point (LPDP) A logical entity that makes local policy decisions
independentlyout may ask a higher level PDP for
overriding policy decision (Source: RFC 2753))

Policy Server A physical device that contains the PDP entity and
typically serves a number &?EFs. This device isisually a
network server with PDP softwarandcan be dedicated to
the purposgof PDP entity or generalized and used for
other purposes.

Policy Controller See Policy Server

Policy Enforcement Point (PEP) A logical entity that enforces policy demmss.

Policy A set of rules which govesithe behavior of a system.
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Policy Rule

Static Policy Rule

Quiality of Service (QoS)

QoS onDemand:

Session

Januarn2013

The combination of a specific condition(s) and action(s).
For example,n the case of a Traffic Policy, the Policy
Rule will speciy a particular Traffic Flow condition(s)
which when matchedesults in the execution of the
action(s) specified within the Policy rule.

Policy rule on the PEredefinedvia some type of
provisioning, CLI or NMS/OSS systel$tatig predefined
policy rules could beactivated / dactivatedon the PEy
aPDPrequest to the PEP

Quality of Service refers to the different types of traffic
delivery providedand isdescribed by parameters such as
achieved bandigth, packet delay, and packet loss rates.
Traditionally, the Internet hamnly offered a Best Effort
delivery service, with available bandwidth and delay
characteristics dependent on instantaneous load. There are
two different types of QoS

Relative QoS A traffic delivery service without absolute
bounds on the achieved bandwidth, packet delay or packet
lossrates It can still beused to handle certain classes of
traffic differently from othes.

Guaranteed QoS A traffic delivery service with certain
bounds on some or all of the QoS parameters. These
bounds may bdetermined by mechanisreach as RSVP.
Other sets of bounds may be contractual, such as those
defined in service level agreements (SLAS).

The ability to request the QoS capabiliiesiear real
time.. This includes both relative aggiaranteed QoS.

NOTE: Within this Technical Reporthe generic terms

AQo SO0 QorSd om De ma ndit@odesgribéthe be us
general concept of differentiated traffic delivery

implemented by means of traffic parameters, without

regard to any specific parameter or bound / guarantee.
Wherever possible, the qualify
A Gu ar awiltbe wesedavhen describing the needs of a

particular service.

There ardour types of session:
9 Access Sessiotthis is where the access link comes up
and is available for data transmission.tiaDSL case,
this startwhenthe DSL modenhastrained upwith the
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Service Data Fow

Subscriber ID

Traffic Flow Filter

Traffic Flow Identifier

Januarn2013

DSLAM, and with ANCP the DSLAM woulthen
transmit a Port Up message to BNG

1 Subscriber Sessiohayer 2 ALA SessionsPPP Sessions
and IP Sessions as defined in VW4 28].

1 Traffic rule sessionthis type is arabstraction of a set of
policy rules. This would be used with an identifier to
all ow an operator to know i
rul eso is enabliegdokmowthem ot wi
underlying rule details. For example, an http redirect
service walld be a set of rules that alleddDNS traffic to
be transmitted, rediresd http traffic to a web portaand
droppedall other traffic.

1 Application Sessianfor example a voice call, a VOD
session, a gaming session or a P2P session.

An aggregate set of packet flows that matches a specific
criterion

Used to identify a specific subscriber.

A set of packet flow header parameter values/ranges used
to identify one or more of the packet flows consiitgta
service data flowThese can include:

Physical interface

Ethertype

Ethernet VLANID, ATM VPI/VCI, MPLS label
Source/destination MAC address
Source/destination IPv4 or IPv6 address
PPPOE Session ID

802.1p, DSCP, MPLS EXP

Source/destirteon TCP/UDP ports

Protocol type from the IP header

Other information included in each packet

Too T Jo Too T T To To T o

Each packet carriesufficientinformationto allow the
determiration of whether or not it aichesa given flow
definition. Only in the case of applicattlevel criteria,
might it benecessary to consider the correlation between
several packets.

A Traffic flow Identifier isa given combination of the
following criteria:

A Physical interface
A Ethertype
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Traffic Policy

2.4 Abbreviations

Ethernet VLANID, ATM VPI/VCI, MPLS label
Source/destination MAC address
Source/destination IPv4 or IPv6 address
PPPOE Session ID

802.1p, DSCP, MPLS EXP
Source/destination TCP/UDP ports

Protocol type from the IP header

Other information included in each packet

Too T J>o o To T Jo Do

A traffic flow identifier is one type of condition used in a
traffic policy.

A type ofpolicy for which the execution trigger is the
arrival of a data packenatching a particular conditipfor
which the action(s) constitutes some form of processing of
this packet before it is forwarded to another device.

A traffic policy is defined by both:

A set of conditions which describe what traffic the policy
must be applied to.

A set of procssing actions to be applied when the
conditions are met (security rules like allow/block or
QoS/bandwidtimanagement policy like prioritizehape
rate limitetc)

3GPP 3rd Generation Partnership Project

AAA Authentication, Authorizatiognand Accounting
ACF Admission Control Function

ADSL Asymmetric Digital Subscriber Line

API Application Program Interface

A-RACF accesgesource and admission control function
ASP Application Service Provider

ATIS Alliance for Telecommunicationsdustry Solutions
ATM Asynchronous Transfer Mode

BNG Broadband Network Gateway

BPCF Broadband Policy Control Framework

BRAS Broadband Remote Access Server

CPE Customer Premises Equipment

DHCP Dynamic Host Configuration Protocol

Januarn2013
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Diffserv Diff erentiatel Services

DMTF Distributed Management Task Force

DSCP Differentiated Services (Diffserv) Code Point
DSL Digital Subscriber Line

DSLAM Digital Subscriber Line Access Multiplexer
ETSI EuropearTelecommunicationStandards Institute
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force

IGMP Internet Group Management Protocol

IMS IP Multimedia Subsystem

IP Internet Protocol

IPSec Secure Internet Protocol

ISP Internet Service Provider

ITU-T International Télécommunications Unieelecommunicatiotstandardisatiosector
L2TP Layer 2 Tunneling Protocol

LDAP Lightweight Directory Access Protocol

LSP Label Switched Path

MAC Medium Access Control

MPLS Multi-Protocol Label Switching

NAPT Network Address Port Translation

NGN Next Generation Network

NSP Network Service Provider

PPP Pointto-Point Protocol

PPPoE Pointto-Point Protocol over Ethernet

QoS Quality of Service

RACS Resource and admission control subsystem
RADIUS Remote Access Dialn User Service

RFC Request for Comments

RG Routing Gateway or Residential Gateway
RSVP Resource reservation Protocol

SIP Session Initiation Protocol

TMF Tele Management Forum

TR Technical Report (Broadband Forum)

VvC Virtual Circuit
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VLAN Virtual Local Area Network
VoD Video on Demand

VolP Voice over Internet Protocol
VP Virtual Path

VPN Virtual Private Network

WT Working Text

XML Extensible Markup Language
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3 Technical Reportimpact

3.1 Energy Efficiency

TR-134has no direct impact on Energy Efficiency. However time of day policies can shift usage
patterns so that power demand peaks are reduced.

3.2 IPv6

TR-134is required to support both IPv4 and IPv6 networks, and so the generic term IP Address
is normally used which applies equally to both these address types. There are a few high level
IPv6 specific requirements in Sectigr8to emphasizehe need for equal IPv6 support. Any
version specific IP attributes (e.g. DHCP Option) are called out explicitly.

An IPv6 network can allow each end device in the customer network to have its own address
which can be directlyisible to, and accessible from, the Internet, as opposed to being hidden
behind the NAT in an RG. This raises general security and privacy issues which are not uniquely
related to Policy, but still apply in the Policy context.

As some Policy mechanismase the IP address in flow identification and/or enforcement, IPv6
allows more granular Policy, i.e. (ender) device based.

3.3 Security

There are several aspects of Policy which are related to security. Policy can be used to enhance
security by both helpg to recognize network attacks, and then carrying out defined counter
measures, such as port blocking or rate limiting.

However a Policy system implementation is typically distributed, and in particular there are
likely to be multiple places where traffconditioning can be enforcedt{he PEPS). This raises
a security issue in that there are now more points in the network that could be attacked, for
example by installing rogue policies, with the aim of traffic disruption. Authentication of
devices thacommunicate policy information is therefore needed, and protection of the
messaging.

Depending on the nature and location of the PDPs, there may be a wider distribution of customer
information throughout the network, which is always a security (andgyjwconcern.

Finally one aspect of Policy is more sophisticated charging, and so there needs to be security to
prevent Policy related fraud.

3.4 Privacy

As noted above, Policy can involve the distribution of customer specific information to more
network no@s than is currently the case, in particular the PDPs. This includes both allowed and
actual activities and usage, i.e. configuration and metering. This information may be both
sensitive and private, for example TV channels watched, time spent on gaimifidnezefore
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the Policy Framework needs to provide enhanced privacy (and indeed security) mechanisms to
ensure that customer data cannot be misappropriated.
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4 Business Requirements for Policy

A large number of high level business requirements for pbbexe already been captured in
existing Broadband Forum documents, in partictiRf0581], TR-0592], TR-0924], TR-
1016], TR-107], TR-1449] and TR14710]. This section references andakirms these
existing requirements while introducing quite a few new ones.

Much of thissection is concerned with sessions, andewvthis can imply highly dynamic
behavior, some types of session, for example access sessions, can be WargdoWghile the
session construct is still useful in this case, this is more aligned with a static, provisioned model.

In addition to sessi@,) thissection includes requirements on admission control, QoS and
bandwidth management, security, AAA and charging.

4.1 SessionrBased Policies

R-1. The BPC Framework MUST support policies that are associated with the
following session typesaccess, L2, subgber, and application sessions.

R-2. The BPC Framework MUST support interaction with session establishment.

R-3. The BPC Framework MUST support Policy Change requests from Applications
after session establishment.

R-4. The BPC Framework MUST support policies thablggo individual sessions

R-5. The BPC Framework MUST support policy evaluation that is triggered by

change in state of a session.

R-6. The BPC FrameworMUST support policies that apply to aggregait
subscribesessions sharing logical interfac@and/otayer 2 interfacg, and/or a physical
access e.g. DSL loop.

R-7. TheBPC FramewortMUST supportpolicies that applyo logical interface/layer
2 interfacebased on individuadubscribesessiorpolicies when multiple subscriber
sessios share adgical interfae and/odayer 2 interface, and/or a physical access e.g.
DSL loop.

4.2 Wholesale Sessions

TR-0592] andTR-101/6] provide support for multiple backhaul (e.g-1A interface)
architectures including

- ATM

- Ethernet

- L2TP

- P
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Depending on the wholesale model employed, the regional Broadband operator may have limited

ability to control the characteristics of
R-8. TheBPC FramewortMUST supporthe application opolicies to L2 accss
sessions.
R-9. The BPC Framework MUST support the application of policies to subscriber
sessions.

R-10. The BPC Framework MUST support ASP/NSP application requests for policy
changes and resources from the network, without any knowledge of network topology

andnetwork state.

R-11. TheBPC FramewortMUST supportASP/NSP applications queng the status of
policy changes and resource reqs@gthout anyknowledge of network topology and
network state

R-12. The BPC Framework MUST allow secure and controlled access by M8Ps a
ASPs to the Policy Control infrastructure

R-13. TheBPC FramewortMUST supportpolicies for traffic associated with a
specific ALGNSP interface antheassociated backhaul tunnel.

4.3 Application Admission Control

The BPC Framework enables applications toiggste in the allocation of network resources
through signaling. The BPC Framework enables the operator to control the acceptance of

application traffic into the network based on policy rules. The decision criteria that lead to an

admission control decisn may include both network and business rules.

A key aspect of a network based decision is information regarding the allocation of network

t he

bandwidth in those parts of the network where congestion can occur. The BPC Framework must

support the use of thinetwork resource based view, and business rules to determine if a
particular application request cantm@ored.
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RG

Port/VLAN/

RG
Figure 1 Application Admission Control

R-14. The BPC Framework MUST support policies that control traffic flows.
R-15. The BPC Framework MUST support network capacity admission control.

R-16. The BPC FrameworkMUST support preemption of existing reservations based
on a priority scheme

R-17. The BPC Framework MUST support business authorizatfapplication
requestst{me of day, group membership, €eXc.

R-18. The BPC Framework MUST support activation of another policy as a condition of
a first policy (e.g. in order to authorize a particular media flow, some charging policy
must be activated)This is also known as nested policies.

R-19. The BPC Framework MUST support combining the following informatiben
making admission control decisions for a new session:

application requirements (e.g. bandwidth, QoS, etc.)

available bandwidth for the subscriber based orstixscribersubscripton

current bandwidth usage

network topology

the available network capacity

OO0 O0OO0Oo

Note: this does not necessarily imply real time measurement of network usage.

R-20. The BPC Framework MUST support a reservation model based on a provisioned,
static view @ the topology and bandwidth.

R-21. The BPC Framework MUST support a reservation model based on a dynamically
learned view of the topology and bandwidth.
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R-22. The BPC Framework MUST support bandwidth reservations in networks which
have alternatéraffic delivery patls (multipath).

R-23. The BPC Framework MUST support automatikestablishment of bandwidth
reservations impacted by network failure.

4.4 Session ResourcBRequestinitiation sources

R-24. The BPC Framework MUS3upportsany application type requesting policy
changes andf resources from the network.

R-25. The BPC Framework MUSHe able to consider the statusawhilablenetwork
resources.

R-26. The BPC Framework MUS3upporttaking networkeventsinto accoun (e.g.
events from Network elements).

R-27. The BPC Framework MUST suppaiine of day and duration baspdlicies and
policy changes

4.5 Bandwidth

TR-0592], TR-101/6] and WT-14527] specify a variety of bandwidth management features.
The BPC Frenework enables policies to control the allocation of bandwidth resources in the
access network.

R-28. The BPC Framework MUST support policies that control bandwidth allocation in
TR-0592], TR-101[6] and WT-14527] based access network resources

4.6 QoS

TR-0592], TR-101/6] and WT-14527] specify a variety of L2 and L3 QoS features. The BPC
Framework enables policies to allocate traffic flows to QoS classes in the access network, and
supports the dynamic control of the set of active QoS policies.

R-29. The BPC Framework MUST support policies that control QoBRf0592], TR-
101[6] and WT14527] based access networks

4.7 Security

Broadband access normally includes network capabilities designed to protect the network from
malicious users. The BPC Framework enablesadyic control over these features based on
policies determined by the catrrier.

4.8 IPv6 Support

The BPC Framework needs to be able to support the same traffic identification and filtering
capabilities for IPv6 traffic as it does for IPv4.
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R-30. The BPC Framework MST support the use of IPv6 for communication between
the various policy related network elements

R-31. The BPC Framework MUST support the use of the IPv6 header fields for the
purposes of flow identification and policy enforcement.

R-32. The BPC Framework MUST spprt the use of IPv6 address management and
allocation in the policy related nodes

4.9 Network Threat Detection

Policy may control the response of the network to threats such as flood attacks, security breaches
or virus infection.

R-33. The BPC Framework MUST pport policies that control response to any type of
network intrusion event.

4.10 Multicast

Multicast is an important network capability which needs to be supported by the BPC
Framework. Multicast replication policies, for examplee one way of allowinthe carrier to
specify how and where multicast replication will occur.

R-34. The BPC Framework MUST allow control over multicast replication for
individual multicast groups

4.11Routing

BBF TRs presumthe existence of multiple network partners including retail sergroviders,
network service providers, application service providers, as well as enterprise networks. The
BPC Framework needs to allow control over the routing of access session traffic to and from
each ottheseproviders and networks

R-35. TheBPC Framewtk MUST supportcontroling routing policies for individual
access sessions

4.12 Auditing, Service monitoring and Accounting

R-36. TheBPC FramewortMUST support logging of all transactions for the purposes
of troubleshooting and security.

R-37. The BPC Framework MUST pport the generation @&ccounting information
for the purposes of billing and neapudiation

R-38. The BPC Framework MUST support the exchange of RADIUS and Diameter
accounting messages with the AAA Server or network elements like the BNG.

Note: the BPC Fraework could use the accounting start and stop radius messages as an
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indication of subscriber log in and log out, and their binding to an IP address.

R-39. The BPC Framework MUST support the use of AAA RADIUS Briaimeter
attributesin the accounting messages policy decisions.

The BPC Framework could use the AAA RADIUS or Diameter field attributes to identify
the service attributes of each subscriber sesgoexample S e r-Wyi pAdidbute.

4.13Charging

There areseveral different charging models &ervice access. Supporinieeded for pre and
postpaid services, as well as ppgruse and subscription (flaate). This needs to address both
the reporting of service utilization, and the enforcement of quotas related to time or volume.

R-40. TheBPC Framwork MUST support the use of the charging models defined in
TR-0541], TR-1027] andTR-1449].

R-41. TheBPC FramewortMUST support the use of charging models for the use cases
in Section5.4

R-42. The BPC Framework MUST support the identification of charging rules for the
various charging models

For example, charging rules could be transmitted between functions to support charging for
particular trafficflows.

4.14 Deep Packet Inspection

Broadband deployments increasingly include components that provideledp packet
inspection (DPI) so the BPC Framework needs to support this capability.

R-43. TheBPC FramewortMUST support interetion between DPI detection@n
enforcement functions.

R-44. TheBPC FrameworltMUST support the use of L4 classifiers in defining traffic
policy
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5 Use Cases

This section contains seven high level use cases. The uses cases are used to describe the needs
of Service providers and how thegn be addressed using both provisioned and Policy based
solutions. Most of the seven use cases contain a number of more specific sub uses cases. These
sub use cases represent the originally contributed use cases, and they have been consolidated on
the tasis of the underlying network functions that are used to address them.

In this section, &R-101[6] access network was used as the base architecture@otiied
below. Each node in this architecture has specific P&idgrcement Poirand @S
capabilitiesThe BRAS/BNG and RG atgpically Layer 3 devicesand responsible for
upstream and downstream QOS. The BRAS/ BNG and R&so#> multicast replication
points. The Access Node/DSLAM and Aggregationtchvare laye 2 devices, but providé
multicast replication points.

Please note the diagrams in this section show a nodal view with a Policy Server as the PDP.
However the PDP could either be integrated into another network node, (for example, the
BRAS/BNG, that nay also contain a PEP function), or be a standalone function, in which case it
is referred to as a Policy Server.

Customer Site Service Provider Network
—_—
ZH = EE = %
RG Access Node/ Aggregation BRAS/
DSLAM Switch BNG

Core/Internet
Figure2 TR-101Access Network topology
Each of the high level use cases has a range of possible solatidregan béandled by using
range of static and dynamic methods for both provisioningpalicy. The precise meaning of

static and dynamic are defined in the context in each use case. Note that the esetefis
may or may not align with theirse in other bodies.

5.1 Layer 17 4 and QoS based Policy

Thisuse case encompassesftiiwing more specific use cases:
1 Bandwidth Boost fordseruploads or downloads

QOS on Demand
Applying Policy, QoS and session parameters via authentication

Parental comol or personal firewall

= =2 = =

Network infrastructte protectioni denyingaccess to particular parts of netwdekg. by
filtering).

1 Prioritization of particular traffic types into different traffic classes
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5.1.1 Static Provisioning

In thisapproachthe Static Paty and or QOS configuration is provisioned Idgalsing some
type of Command lineor remotely usinggnNMS or OSS.

NMS/0SS/ACS

v -
°
o* =
i a
o
s
N

> )
," - Ye
. - "
o = oA
A A 4
—
35— —_—
—_—

Access Node/ Ag gre.galtlion BRAS/
DSLAM witc BNG

Customer Site Service Provider Network

.
.
"

-

Core/Internet

Figure3 Layer 1i 4 Policy and QoS using Static Provisioning

Table 1 Static Provisioning

Capabilities All nodes are configured with a particular policy and QoS configuratiot
which remains fixed untithange viaanNMS, OSS or ACS. All
necessary policy and QoS configuration attributes arelbeddly within
the nodes.The approaclhs particularly efficient when there is no need fq
frequent or real time configuration changes

Limitations Policy or QoS configurationsannot be changed real time

Thed p e r mastadlatidn @fa subscribeispecific Policy or QoS
configuration (eg. subscriber profile) into a Node malkedifficult to
support nomadisrandnetwork rearrangement.

5.1.2 Static Pull from an AAA Server

Herea gatic Policy and QOS configuration is provisioned whétPP or IPOE sessiosstared
onaBRAS/BNG. The Plicy and QOS configuration is provided part of the RADIUS\ccess
accept message in response to a RADNdEessAuthenticationRequesimessage for that
session.
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AAA Server

=

==

=t
Customer Site = '-’

2 = D
RG

Access Node/ Aggreg al:ion BRAS/
DSLAM witc BNG

Service Provider Network

Core/Internet

Figure4 Layer14 Policy and QoS using Static Pull

In thisexample static Policy is provisioned tre access line othe AN/DSLAM via anANCP

(RFC 632(Q26]) interaction withthe BNG, andthenan AAA interaction betweethe

BRAS/BNG andAAA Server. As specified iTR-14710], the BNG/BRAS sends a Port
Configuration Request to an AN to configure the Multicast ACL Policy on the local loop access
port. The BRAS/BNG is triggered to send the Port Configuration Request by the establishment
of a PPP, PPPoOE or IP@Ession.

AAA Server
=
==
=}
Customer Site : ".‘ Service Provider Network
............ s 9
p— Y
0f == = &
RG Access Nodt;’.. Aggregation ‘."“ BRAS/
DSLAM ., Switch o* BNG

. .
« .
-------

Core/Internet

Figure 5 Layerl1-4 Policy and QoS Static Policy provisioning on access line via ANCP

Table 2 Static Pull from AAA Server

Capabilities Pdicy and QoS configuratioare held iran AAA Server.

Allows Policy and QoS configuration information to chaagea resulbf
eventsrelated to subscriber sessions: typically the start or end of a PP
IP session, but also other events sasthe change of DSL sync rate or @
new multicast membershiphis can be used in conjunction with Static
Provisionng. This method can be used to overcome the limitations
mentioned inTablel.

Limitations Where tiggeringa Policy or QoS updatequires the session to be dropg
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and reestablshed,this can cause application communication issues.

The addition of COA (RFG17g25]) capabilities would avoid a session
drop andherefore overcome this limitation. See the PDP methods for
RADIUS COA capabilities.

5.1.3 Dynamic Pushfrom a Policy Decision Point

This is an example of a dynamic push from Policy Sert#er example Radius COA messages
use this type of push from the Policy Server to a BRAS/BNG.

Policy Server
Customer Site .

@D?%

Access Node/ Aggrega't‘ion BRAS/
DSLAM witc BNG

Service Provider Network

Core/Internet

Figure 6 Layer1-4 Policy and QoSDynamic Push

Table 3 Dynamic Push from a PDP

Capabilities Allows applications and subscribers to interact directly or indirectly wit
Policy DecisionPointsto allow real time changes to be mafte example
a subscribecouldinterad¢ with aWeb Portal and request additional
bandwidth There is nmeedfor sessions to be dropped aneestablished
This type of deployment can be used in conjunction thigStatic
Provisiming andor Static Pullwith AAA Server method

Limitations Increases the complexity of a netwaskit requires the deployment of
policy decisionpoints, theirinteractionwith other elements of the networ
(e.g. subscriber profile repository) and the support of control interface
the Network nodes.
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5.1.4 Dynamic Pull from a Policy Decision Point

This is an example of a dynamiclibwhereby the BNG retrieves Policy and QoS configuration
information from a PDPtriggered by a network event.

Policy Server

Customer Site = ®

LFE == @

RG Access Node/ Aggregation BRAS/
DSLAM Switch BNG

M0 |

Service Provider Network

Core/Internet

Figure 7 Layerl-4 Policy and QoS Dynamidull from PDP

Table 4 Dynamic Pull from PDP

Capabilities Allows BRAS/BNGto pull the requiredPolicy andQoS information
dynamically froma Policy Decision Poinin response to a network eve
such as a change on the local loop

Limitations Same as ifable3

5.2 Layer 47 7 Traffic Policy

This high level use case encompasses the following more specific use cases:
1 Associating video streaming ovefrHP with a given QoS Class

Redirecting HTTP traffic to providé&/eb based authentication
Redirecting HTTP traffic to notify subscribers of service suspension due to non payment

Redirecting HTTP traffic to provide sedkervice registration for new subscriptions

= =2 =4 A

Network based Web filtering to protect children from haimfuobjectionable content

TheTR-101[6] architecture does not define a node or function to prioritize or recognize
application level traffid it simply uses the traditional IP five tuple classification. Therefore a
TR-101{6] BNG would not be able to distinguish between web page traffic transported over
HTTP on TCP port 80, and Video traffic transported over HTTP on the same TCP port.

The diagrams below include this functioneeseparate nodéut it could also be integrated into

an existing network element such as a BNG or RG. This function will be referred to as deep
packet inspection or DPI. Note that the DPI function could be integrated in a new network node,
or added to an existing nodeg. the BRAS/BNG.
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5.2.1 Static Provisioning

In this example the Static Policy dodQOS configuration is provisioned locally using some
type of Command line or remotely using some type of NMS or OSS system.
NMS/OSS

s

Customer Site Service Provider Network

o = | o= @ B >

Core/internet
Figure 8 Layer 41 7 Static Provisioning
Table 5 Layer 41 7 Static Provisioning
Capabilities DPI nodes are configured with a particular policy and QoS configuratio

and this configurationemains fixed untithangel via anNMS, OSS or
ACS. All necessy policy and QoS configuration attributes are held
locally within theDPI nodes. The approach is particularly efficient when
there is no need for frequent or real time configuration changes

Limitations Policy or QoS configurationsannot be changed real time The HTTP
Redirectto provide Web based authenticatmrself service registration
cannot be achieved using this method due to their real time requireme

The6 p e r manstadlatian ®f subscribespecific Policy or QoS
configuration (e.g.:@scriber profile) into a Nodmay make idifficult to
support nomadism

5.2.2 Static Pull from an AAA Server

In thisexample a static Policy and QoS configuration is provisioned when the DPI recognises a
new application flow, or sees a new Source IP addréss Policy and QoS configuration is
provided as part of the RADIUSccess Acept message in response to a RADAEBess
Requestessage.
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AAA Server

=

Customer Site Service Provider Network

@DE$

RG Acc[t)e;s Node/ Agg:sgg;"o" BRAS/ DPI
LAM BNG
Core/internet

Figure 9 Layer 41 7 Traffic Policy Static pull from AAA Server

Table 6 Static Pull from AAA Server

Capabilities The mwlicy and QoS configuratioare held iran AAA Server.

Can support HTTP Rediretd provide Web based authenticatemdself
service registratian

Allows Policy and QoS configuration information toangeas a resulof
applicationflow detection.

Can be used in conjunction with Static Provisngn
Can be used to overcomemadisnlimitations mentioned iffables.

Limitations Unable to applyPolicy or QoSchanges without DPI trigger, but the
addition of COA capabilities would avoid this limitation. See the PDP
methods for RADIUS COA capabilities.
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5.2.3 Dynamic Push from PDP

This is an example afynamic push frona PDP. For example Radius COA messages use this
type of dynamic push from a PDP to a DPI function.

Policy Server

lM'

Customer Site Service Provider Network
5
—_—
D= = & )
RG ) Aggregation
Access Node!/ k BRAS/
DSLAM Switch BNG s

Core/internet

Figure 10 Layer 471 7 Traffic Policy using Dynamic Push from PDP

The capabilities and Limitations are exactly the same ashle3

5.3 Call Admission Control
This high level use case encompasses the following more specific use cases:

Admission Control for Video on Demand
Admission Control for unicast and multicast video on the access line

Admission Control for unicast and multicast aggregates between the Atmgssnd
BNG

The following diagrams show nodal views with the Admission Control Function (ACF)
integrated into OSS/BSS, Policy Server, Access and BNG nodes.

The purpose of Admission Control is to protect the network from overload conditidvas/img
apdicationfunctions (and/or network triggers) request resources before the associated traffic
flows begin. These requests are accepted, or denied, based on the available network resources,
the status o$uchprevious requests and operational paramefetsemetwork operator.

The diagranbelowdisplays a number of potential congestions points in the network that the
Admission Control Function could take into account Seetion4.3andFigurel). It is not
expected that admissi@ontrolwould be needed on all liskratheronly on tltosewhere
congestion could occur.
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Perform Admission Control only on
links where congestion can occur

. ACE e
Customer Site R ; .." ", B . Service Provider Network
Of = Em e @
RG Access Node/ Aggregation BRAS/
DSLAM Switch BNG

Corellnternet

Figure 11 Call Admission Control Links
TheTR-101[6] architecture does not filee a node or function to perform Admission Control

(for unicast or multicast traffic). FurthéfrR-101does not define a particular Video or IPTV

infrastructure. This use case assumes there is some type of Middleware or Application for Video
on Demand.

Thereare variousdAdmission Control deployment options.

Januarn2013 © The Broadband ForurAll rights reserved 390f 110



Broadband Policy Control Framevko(BPCF) TR-134Issuel Corrigendum 1

5.3.1 Non-network based Admission Control

In this example, Admission Control is not performed by a Policy server, but by a support system,
or the applications themselvgs BSS or OSS could perforsiddmission Control at the time of a
service registration request by preventing a customer from subscribing to a service that their
local access loop could not suppiog.g. not being able to provide HD video over some ADSL1
loops.

An application or midleware can also implement an Admission Control function. For example,
a Videoon Demand server could simply keep track of the number of VOD sessions, and deny
further sessions once a certain number had been reached, without any interaction with the
netwok layer. In this case, network topology and bandwidth information could be provisioned
into the VOD Server infrastructure and used in making the Admission Control decision.

BSS/OSS Application Server
g = Bk S
Customer Site Service Provider Network
—
JH == E = @
RG Access Node/ Aggregation BRAS/
DSLAM Switch BNG

Core/internet

Figure 12 Application, middleware or BSS based Admissin Control

Table 7 Application, middleware or BSS based Admission Control

Capabilities Each application, middleware or BSS handles its own Admission Control wit
regard to the needs of other applications.

Admission Contromay a may not have awareness of network resources.

Limitations Admission Control fomultiple applications may not woskithout pre-
partitioning bandwidth Therefore it may lead to fragmentation of committed
bandwidth.
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5.3.2 Distributed Network based AdmissionControl

In this example, Admission Control requests for Unicast are handled by an Admission Control

Function that is part of a Policy Server, whereas the Access Node handles Admission Control for
Multicast.

Policy Server

ACF

Customer Site Service Provider Network
ACF .
0' <
-
== E = @
RG Access Node/ Aggregation BRAS/
DSLAM Switch BNG

Core/lnternet

Figure 11 Distributed Network based Admission Control

Table 8 Distributed Network based Admission Control

Capabilities This decoupling allows more sophisticated unicast admission control to be
performed in the PDP, and multicast admission control to be done in the Acg
Node, thereby reducingulticast channel chandgtency

Limitations It is difficult to perform Admission Control for both Multicast and Unicast
without signalling orpartitioning bandwidth
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5.3.3 Coordinated Admission Control -

As in the above, multicagtdmission Control is in the Access Node and unicast Admission
Control is in the PDP However the two Admission Control functions are now coordinated. The
below diagram shows two ways in which this could be achieved.

In the first, Admission Control functits on the Access Node and the Policy Server interact
directly. In the second, these two functions communicate via the BNG.

Policy Server

LJ ACF

Customer Site . Service Provider Network

P

Access Node/ Aggre_gatlon BRAS/
DSLAM Switch BNG

LEH ==

Core/internet
Figure 13 Coordinated Admission Control

Table 9 Coordinated Admission Contrd

Capabilities Admission Control requests can be coordindiedveen ACFs and so avoid
bandwidth partitioning. This allows a trad# between bandwidth partitioning
and the amount of signalling.

Having Multicast Admission control ithe Access node redaschannel change
latency

Limitations Applications need tbe able tesendunicastrequests tohe Admission Control
function onthe PDP, and signalling between ACFs is required.

5.3.4 Admission Control for a Meshed Topology

In this examplehe Unicast Admision Control requests are again handled by the Admission
Control Function that is part of the BNG with the Access Node handling Multicast Admission
Control. Howeverthe Access node and BNG are now connected over a more complex, meshed
topology and it wold be more difficult forthe Policy Server to understand the available network
resourcesAdmission control requests would be som the access network to the BNG via a
network signalling protocollt is expected that the guath signalling would bbop-by-hop

processed to handle this complex mesh topology.
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In the diagram below the Admission Control functions on the Access Node and the Policy Server
interact to eliminate the need to partition bandwidth.

Customer Site Service Provider Network
ACF ACF
2= | P e G
RG Access Node/ Aggregation BRAS/
DSLAM Switch BNG
Core/lnternet
Figure 14 Meshed Topdogy Admission Control
Table 10 Meshed Topology Admission Control
Capabilities All Unicast Admission Control requests can be handled and coordinated by

Admission Control function in the BNG. This type of deployment wouldaallo
for more complex meshed access networks to be used between the Access
and BNG. Additionally, the access network topology would not need to be
provisioned into the Policy server learned via interaction with the BNG.

Having Multicast Admission adrol inthe Access node reduces the latency in
making the resource decision.

Limitations Applications behind the RG or the RG itself need to use a network signalling
protocol to send resource requdstthe access network.

Coordinated communicatidretween the ACF in BNG and ACFtine Access
Node would be required to avoid bandwidth partitioning between unicast ang
multicast Admission Control

5.4 Authentication, Metering and Accounting Policy Use case

This general use case encompasses the followarg specific ones:
i Traffic usage metering and accounting

Traffic usage metering and accounting based on traffic destination
Authentication policy that includes line authentication
Bandwidth Fair Use policy

QoS and accounting for Value added Services

= =4 4 A -

Volume Quota Control per subscriber
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5.4.1 Static Provisioning

In this example, the Policy, QOS, session parameters, metering and accounting parameters are all
provisioned locally using some type of Command line, or remotely using an NMS or OSS. All
accounting dat is sent to the AAA Server, typically using RADI@8counting.

NMS/OSS AAA Server
=
o]
==
Customer Site - oy 'tap, ‘_ Service Provider Network
v g o
JH == Em = %
RG Access Node/ Aggregation BRAS/
DSLAM Switch BNG

Corel/internet

Figure 15 Authentication, Metering and Accounting Policyusing Static Provisioning

The Capabilities and Lirtations are the same asTiable1, except that the Policy provisioning
here includes the setting up of accounting tools.

5.4.2 Static Pull with an AAA Server

In thisexample Policy, QOS, session parameters, metering and accounting configuration are
provisioned when a subscriber sessitamts on the BRAS/BNG. The configuration information
is provided as part of the RADIUACccess Acept message in response to a RADAEBess
Requesimessage for the subscriber session. All accounting data is sent to the AAA Server,
usually in a RADIUS amounting message.

AAA Server

=
==
=1
[
.
o
.
- >

L == = é

RG Access Node/ Aggregation BRAS/
DSLAM Switch BNG

Customer Site Service Provider Network

Core/Internet

Figure 16 Authentication, Metering and Accounting Policystatic pull with AAA Server

The Capabilities and Limitations are the same aabte2, except that Policy provisioning here
includes the setting up of accounting tools.
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5.4.3 Dynamic Pushi With Policy Decision Point

This is an example of a dynamic push from a Policy Server. Radius COA messages are used for
this type of dynamic push from a Policy Server to a BRAS/BNG.

Policy Server

_.Q

Customer Site

@D?é

Access Node/ Agg"{@laﬁﬂ“ BRAS/
DSLAM witc BNG

Service Provider Network

Core/Internet

Figure 17 Authentication, Metering and Accounting PolicyDynamic push with PDP

Table 11 Dynamic Push with PDP
Dynamic Pushwith PDP

Capabilities Allows update®f Policy, QOS, session parameters, matgand accounting
configuration information without requiring the subscriber session to-be re
established For exampléf a subscriber hit a particular meter limiie PDP
could push changes to Policy, QOS, session parameters, metering and accq
configuration.This could enable theubscribeto increase their subscription qug
before continuingor acknowledge an increase in charging.

This type of deployment can be used in conjunction with Static Proiigion

Limitations Same aJable3
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5.4.4 Dynamic Pull with a PDP
This is an example of a dynamiclipfirom theservice provider network

Policy Server

ae
5.
v
.
- >

Customer Site

JE = GH
RG

Access Node/ Aggre%al:iﬂn BRAS/
DSLAM WIRC BNG

Service Provider Network

Core/Internet

Figure 18 Authentication, Metering and Accounting PolicyDynamic Pull

Table 12 Dynamic Pull with PDP

Capabilities Allows the BRAS/BNG to pull the required Policy and QoS information
dynamically from &olicy Decision Poinin response to an accounting eve
such a subscriber reaching a usage threshold

Limitations Same aJ able4

5.5 Home Gateway use case

This high level use case covers changing upstream Policy and QoS on the RG WAN interface.
TR-0693] is used to push Policy and QoS configurations changes for the WAN intefthee o
Residential Gateway.

5.5.1 Static Provisioning on the home gateway
This is covered by the methods describe8antion5.1.1
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5.5.2 Dynamic Pushi With PDP

In the figure below, the Policy Server interacts with the ASSurrentlydefined in TR0693]
in order to make a Policy and/or QoS configuration change on the RG. The Policy Server and
ACS can be separate devices as shown in the diagram, or integrated into a single network node.

™ Policy Server

ACS »
L

Customer Site Service Provider Network

g
.
o
®

',‘v" '
D = &

RG Access Node/ Aggregation BRAS/
DSLAM Switch BNG
Core/internet

Figure 19 Home Gateway Use case With Policy Server and ACS

Table 13 Dynamic Push with PDP and ACS

Capabilities Allows applications and subscribers to interact directly or indirectly with Poli
Server to allow dynamic chgas to be made for both upstream and downstreg
policy and QoS. For example a subscriber would interactagiime system
and this game system would request additional bandwidtsioort period of
time. There is no requirement for sessions to bpmkd and restablished (or
networkdriver triggers to occur)

Limitations Same Limitations akayerl4 Policy and QoS Dynamic Push wifable3

5.6 Application Layer Policy

This high level use case covers Agpglion Servers making Policy and QoS configuration
requests as a result of subscriber interaction. Example applications include video streaming,
gaming, video conferencing and VolP.

TheTR-101[6] architecture does not define application server node or function that would
interact with applications and then send requests to a Policy Server. This application server
could for example be a Softswitch or Rich Communications Server.

TR-102[7] does lowever provide a view of application interaction witR-101 QoS

capabilities, and while some details of these interactions may now be dated, S@&idi03
(Operational Application Framework Contgxemains a good introduction to access sessions,
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bushess models, and flow classification capabilities. These concepts provide a valuable
background for understandifdr-101architecture QoS capabilities.

The diagrams below have added this server application function as a separate node, but it could
alsobe integrated into existing network elements. This function will be referred to here as an
Application Server or AS.

5.6.1 Static Provisioning

In this example the Static Policy and/or QOS configuration is provisioned locally using some
type ofcommand line oremotely using some type of NMS or OSS.

NMS/OSS/ACS

Customer Site '.". .."' o o e, '*,. "-, ."., Customer Site
= AggregatIon o ." Core e *% Aggregauon . Teedl
A’ SW|tch » / 7= \,\\ 4" Switch ‘A
C"E-} -—*-—é-ED@
Access Node/ BRAS/ — BRAS/ Access Node/
DSLAM BNG BNG DSLAM

Service Provider Network

Figure 20 Application Layer with Static Provisioning
This model has theame Capabilities and Limitations asTiable1

5.6.2 Dynamic Push with PDP
This is an examp of a dynamic push from a Policy Server.

AS 4”7 ™4 Policy Server Policy Server 4~ ™ ™ AS
.
i
Customer Site "1 : . ¥, Customer Site
° Aggregation v Core v Aggregation "o, ~
Swnch ) Switch
- I = D — N cHr_15fm
Access Node[ BRAS/ ‘\ / BRAS/ Access Node/ RG
DSLAM BNG BNG BSEAN

Service Provider Network

Figure 21 Application Layer Use Case with Dynamic Push from PDP
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In this model, there can be a tstep Policy and QoS change. The first step would be

reservation of the required regoes (which may involve negotiation).

In the second step,

Policy and QoS parameters are installed before the application data flows start. T$tisptwo
process needs to happen at both ends of the connection, and the above picture illustrates this
happ@ing with two separate Application Servers and Policy Servers.

Also note that ANCP can be used to notify the BNG of the local loop bandwidth from the Access
Node, and the BNG would then notify the Policy Server. This notification could be used when
decidng how to handle Application Server Policy and/or QoS change requests.

This model has theame Capabilities and Limitations asTable3

5.7 Emergency Services Use Case

This high level use case encompasses the more specifiasess

A user has a
profile. The user places an emergency call in situations where an early response is
required, and is given the highest priority on the available resources.

f Nati onal

Emer gency:

i LocalEmer gency:
The user places an emergency call which is associated with a priority level just below a
National Emergency user, but above everyone else

An E911

user has a

devi ce

devi ce

TheTR-101[6] architecture does not provide a facility to identify and authenticate end devices.
In particular, when end devices are behind a Layer 3 Residential GateRyl,(d network is
not capable of informing the service provider when a specific registexeckdoins or leaves

the network. The ability to identify and authenticate end devices is assumed, but no solution to

thisrequirementvill be described. The service layer can provide the required information when
devices register with the service.

5.7.1 Static Provisioning
This is covered by the methods describe8dantion5.1.1

5.7.2 Dynamic Push with PDP

This is an example of a dynamic push from a Policy Server. This is triggered by a device
registering with an application functiolor example a softswitch or IMS@SCF. This is
covered by the methods describe®attion5.1.3
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Figure 22 Emergency Services with Dynamic Push from PDP

This model has the same Capéiai$ and Limitations as witiable3 Dynamic Push from a PDP
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6 Functional Architecture elements

In TR-051], the Broadband Forum defined a three level logical and physical architecture to
supportadvanced services. This architecture contains both mandatory and optional functionality
thatallowsadvanced Qo®nabled services. The three levels are the Application kinger,
Commonenabling Services layer and the Network layer.

Conversaticnal Game dPo on demand
services service VoD) service

Application Application / //E] / /
|ayer communication

SLA control

QoS on demand Settlement

Service Network / Network AAA Accountlngl Content security l
Provisioning Element Resource Billing DRM
Management Control 'F‘
“Common . = l
enabling & =J I '
services” layer
e o
= >
M N - \__E\nforcement

S A10-ASP

Network

l.l.: 2
3~ . /
layer a7 = e
4 & | \‘xv} / L
¥ ac, p- ‘
g Access 1 BRA
D e )
Backbone
network

v network v | Nework | A10-NSP
Figure 23 Source: Figure 4TR-058

This high level physical and logical architecture is used as the backdrop for development of a

logical policy architecture within this TR. A range of possible Policy architectures will be

considered, but withowtefining a specific required architecture.

Aggregation

network

As a result of these considerations, normative requirements were defined for various functional
entities The section concludes by mapping this high level functional architecture onto the
Physical architecturef TR-101[6], and the functional architecture of \WIBH27].
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Application Layer

-----------------------------------------------------------------------------------------------------------------------

- Security Proxy/. f '
: l AAA ) [ i ] NMS | POP |
l Repository ] ' ' :

Control Layer (Secumy Prony! | POP |
o 1 Galewsy f J
8
Transport PEP PEP PEP
Network - ——— '
“._ Service Provider Network | ) Customer Prem _

Figure 24 BPC Framework Interface Ar'chitecture

The logical interfaces and functional entitieand inFigure24 will be later defined and used in
the sections below.
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6.1 BPC Framework Functional Architecture

R-45. The BPCFrameworkMUST supportarchitectures in which the PDP functionality
canbecentralizedor distributed in various physal and nodal locations.

R-46. TheBPC Framework MUST supportcagntralized®?DP functionality which sends
policy enforcement commands to nmplé Policy Enforcement Points.

The Centralizedleploymentfunctionalarchitecturetypically supports theituationwhere a
single operator is responsible fmovidingboththe Access Network antEP servicesthis
allows that operator tanakeall service policy based decisions.

Figure 25 BPC Framework Centralized Deployment Functional Architecture

R-47. The PDPMUST be able to interact to support ettdend controfor the
purposes scaling and or spanning different network administration boundaries.

R-48. The BPCFrameworkMUST support multiple PDPs, where each PDP is
responsible for making policyedisions for a predefined network domain (geographical

administrative wholesaler retail).

R-49. The BPCFrameworkMUST support multiple PDPs, where each PDP is
responsible for making policy decisions for different PEP types or PEP functions.

The interacns andelationships between multiple PDPs are for further study.
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VoD Service

CPE

Figure 26 BPC Framework Distributed Deployment Functional Architecture

R-50. The BPC Framework MUS3upportthe acceptancar rejection of requested
policy changes

R-51. The BPC Framework MUST support a single policy request being able to
configure multiple individual sessions.

R-52. The BPC Framework MUST support a mechanism for communicating policy
requests and decisiotigat is secure against spoofing, hijackamgl DoS attacks.

R-53. The PDP logical entity SHOULD be able to interact veittApplication Server to
allow dynamic reatime changsof policy for both upstream and downstretaffic, e.g.
a QoS change.

R-54. The PDP MUST be able to communicate with the NMS/OS9\ Server, AF,
Repository and other PDP(s) to facilitate making policy decisions.

6.2 Policy Enforcement Point (PEP)

ThePolicy Enforcement Point (PEP) is a logical entity that enforces policy decisSities.
Policy Enforcement Point is responsible for ti@ffolicy enforcement of unicast and multicast
traffic types.Policy Enforcement may be applied at an IP Ses#foRlow and aggregate level

R-55. TheBPC FramewortMUST supporipolicy enforcementfor both downstream
and upstream traffic

R-56. The PEP logical ity MUST be able to enforce policy for unicast and multicast
traffic

R-57. The PEP MUST be able to apply poliog Access Sessions, L2 Sessions,
Subscriber Sessions and Traffic rule session.
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R-58. The PEP MUST be able to receive policy information ftbePDP overttheR
interface.

R-59. The PEP MUST be able to request policies from the PDP over the R interface.

R-60. The PEP MUST be able tie directed toeceive/activate/modify/delefmlicies
from theNMS/OSS over M/Q interface

R-61. The PEP MUST be able tie directed toeceve/activate/modify/deletpolicies
from AAA Server ovetheB interface.

6.3 Policy Decision Point (PDP)

The Policy Decision Point (PDP) is thagical entity that makes policy decisiohke PDP

makes decisions on subscriber policies on Access Sessionssdi@rse Subscriber Sessions and
Traffic Rule sessions. A PDP may manage multiple PEPs, coordinating what policies should be
enforced at each PEP. The PEP may have static policies. Them&piRformthe PEP to apply

a set of policies to a given session.

R-62. A PDP MUST be able to connect with another PDP(s) over the | interface.
Examples of where this might be required include the case where multiple domains are
involved, or when functionality is delegated from one PDP to another.

R-63. The PDP MUST be able to magelicy decisions for Access Sessions, L2
Sessions, Subscriber Sessions and Traffic Rule session

R-64. The PDP MUST be able to provide policy decisions for multiple PEPs.

R-65. The PDP SHOULD be able to retrieve subscriber information fr&@psitory
or AAA Serve function

R-66. The PDP SHOULD be able to install/activate/deactivate/modify/remove Policies
in thePEP, and allow dynamic changes of policy for both upstream and downstream
traffic.

6.4 Admission Control Function (ACF)

The ACF performs an admission control aeglaurce tracking procedure upon receipt of a

specific request related to the network donfamwhich it is responsiblé&Such a request can be

new, or to modify an existing reservation. The ACF performs this process based on its view of its
network domainand the resource usage therein. As a result, policies in PEPs may be installed,
activated, deactivated, removed or modified. Prioritized applications, such as emergency calls,
may require the ACF to prempt existing resource reservations.

The admissiorontrol process may or may not involve multiple network elements (Access Node,
BNG, RG, Policy Server, etc), either in concert or independently
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R-67. The ACF MUST be able to make admission decisions based upon network
resources and business policies.

Note tha the ACF is only shown in the use case sedbatmo interfaces specific to this function
are exposed.

6.5 Repository Function

The Repository Functiois adata stoe, usuallysome type of database. This is used to
store User profiles, subscriptions andigies, configuration informatioandnetwork topology
information which is therused by PDP and AAA functions.

6.6 Security Proxy/Gateway function

Where service providers have different administrative domaingteract with other NSP(s)
and/or ASP(s)it is necessary to provide a control point where security features are used to
control access to underlying Policy control and ultimately transport network resources. For
example, the Security Proxy function would take care of the BR@eworkrequirement&R-10

i R-13.

6.7 Application Function(AF)
The Application Functioprovidesa service thiarequirespolicy control.

6.8 AAA Server Function

The AAA Server functiomeplies to AAA Client Authentication, Authorization and
Accounting requests.

6.9 BPC Framework Policy Control Framework Interfaces
The interfaces shown frigure24 BPC FrameworknterfaceArchitectureare between:

A The PDP and AAA Server function.

G The AF and SecurityProxyGateway-unction.

E The Securit{ProxyGatewayFunction and PDP

I PDPs in the same or in different network domains. Depending on the relationship
between the operators controlling the PDPs and whether it isdntirstedomain,
security/gateway functionality may be needed e.g. to hide topology.

R a PDP and PEP. The detailed information model for the R Interfac&astion7

C The Repositoryunction and a PDP.

D The AAA Server function anBepository function.

M/Q EMS/NMS and PDP and other network functieaslefined in WF145
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6.10BPC Framework PCF Deployment Functional Architecture Mapping
onto TR-101 Functional Architecture

Functional view of AF
Application Layer

G----- =

Security Proxy/
. Gateway
Repository

Functional -
view of
Control Layer

Security Proxy/ * PDP
Gateway i

............................................................................................................................................................

Nodal view

22
of TR-101 @
Transport : . _PSEAM o | | /|
Network | S <O

Al | RN Jui T |
Regional BB Network | “Access & Aggregation  Customer Prem

Figure 27 BPC Framework Interface Architecture mapping onto the TR1A Architecture
This figureshows the BPGramework PCF Interface and functional distributimagpping onto the

TR-101[6] Nodal Architecturelt illustrates which transport node element3R+101 could implement
policy control elements such as the Rigid PDP.
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6.10.1BPC Framework Mapping onto WT -145Functional Architecture

I EMS
+ C 4 I
T
ALD Va Ve U1l
L3SC
—— LS p—— A N o ]
e.g.Internet, L3F . Device,
IPTV, VoIP ) ] e.g. PC, STB
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E-NNI-L] L1 Network L1F |
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NSP, PSTN L1F LIF -| LiA —
Aggregation function set Access Customer
functionset Location
functionset

Figure 28 BPC Framework Mapping onto WT -145Functional Architecture

Figures28 showhow the interfaces and functional enttigf the BPC Framework are mapped

onto the WTF14527] functional architecturezigure28 also shows that the Policy PDP interacts
withNSP6s and ASPs through a Nor t ihiRegionaband nt er f a c
Access networks through a Southbound interface (R).

6.11 Informative AAA implementation examples

6.11.1Standalone AAA implementation

This example shows a standalone AAA Server that embodies the functions defined in RFCs
286916] and 286fL7]. Thus, in the language of REAB65, this is a RADIUS server example.

This implementation does not include any integrated Policy Decision function. The AAA Server
will accept, and reply to, RADIUS authggation, authorization and accounting requebhe

AAA server function can act as a proxy client to other AAA server functions, or other kinds of
authentication servers.

Notethanan AAA Server could be a Diameter server (as per B68422]).
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AAA Server

: Sunction

BRAS / BNG

Figure 29 Standalone AAA implementatian

6.11.2Z2ombined AAA/PDP implementation

This example shows a combined AAA Server and Policy Decision Point (PDP). This type of
implementation is also known as a Policy servéhen the AAA Server is processing
authentication, authorization and account requests it will also apply additional business logic
before responding to the AAA client function. Not authorizing a request at a particular time of
day is one example of sublusiness logic.

AAA Server ! Policy Server

Figure 30 Combined AAA/PDP implementation
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6.11.3 nteraction and flow possibilities betweerthe BNG, AAA, PDP &
repository functions

Here are two examples of how the BNG, RB#pository ofuser data and AAA add interact to
notify the PDP of a particular access session (IPoE or PPP) starting and stopping on the BNG.

Option 1: the AAA performan AAA proxy function and forwards AAA accounting Start and
Stop messages to the PDP.
Option 2: the PDP performs thedA Accounting function itself; there is no separate AAA.

AF/Service AF/Service

Policy Server
< y
repositor s -~ AAA repository_2_
~—___ N — — -
PDP >

— PDP/AAA
G& 1 Q

.6 1 |4 |6
PEP PEP
(BNG) (BNG)
PDP receives PDP receives
Accounting messages Accounting messages
from the AAA from the PEP

Figure 31 Interactionsand flow possibilities between BNG, AAA, PDP &epository
functions

Procesgslescription:

Login Session:
1) The BNGsends an accounting start message to the AAA, and then the AAA sends an
accounting start message to the PDP. Alternatively, the BNG could send an accounting start
message directly to the PDP

2) The PDP retrieve supplemental data from the repositoryo(aji
3) The PDP makes a login policy decision
4) The PDP sendan enforcementommand to the BNG.
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Service session:
5) The service request is sent from the Application Function to the Policy server PDP

6) PDP makes decision and send resource change commaedBN& enforcement
point

6.12 Informative PEP/PDP implementation examples

6.12.1Centralized Policy Implementation

In a Centralized Policy Deployment, there is one (or a small number of) policy server(s) that
control and interact with multipleEPsembedded in varigs network nodes

Centralized Policy Implementation

Policy server

Network Node
| | May use LDAP,SNMP,.. for accessing
policy database, authentication,etc.
| PEP |<-----

Source: RFC 2753

Figure 32 Centralized Policy Implementation
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6.12.Antegrated Policy Implementation

In this case, the PEP and PDP entities are located in same device e.g. a network node such as a
BNG or Access node. This tyjpéimplementation allows network nodes to malodicy
decisions for themselves

Integrated Policy Implementation

Network Node

I B >
| PEP |<-->| PDP |

Source: RFC 2753

Figure 33 Integrated Policy Implementation
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6.12.Distributed Policy Implementation

In this case, the Local PDP(LPDP) entity is introduced, as welhawa centralized PDP
located on a Policy Server. The LPDP can make @ekionspr pass some of the decisions to
a higher level PDP.

In the below diagranfreproduced unaltered from RFC 2753)), the LPDP and PDP do not
communicate directly.

Distributed Policy Implementation

Network Node Policy Server

| I
| PEP |<-——-—--

| |
---->| PDP |

| |
| |
| |
| |
| |
| |
| 2 |
| |
| |
| |
| |
| |
| |

Source: RFC 2753

Figure 34 Distributed Policy Implementation
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7 Policy Information Flows

This section describes information flovesdintroducesa set of information elements that can
be exchanged in these flows. Infation Modelsare forfurther study $§eeAnnexes.

7.1 Information Flow Objectives

The ultimateobjective of the PolicynformationFlow structure is to support the development of
nodal requirements for individual functional elements in the Broadband NebBoonkain. Each
functional element will need to support the receipt and processing of various types of policy
information.This processing may or may rintlude admission control functionality

The identification of policy information flows and exchangestal ¥o the development of
functional element requirements. The policy information model and the resulting information
flows must support the following:

A All identified Use Cases adopted by the Broadband Forum withifT duisnical Report
TR-1449] and WT14527]

A All business requirements foundSection4, and those iTR-144

7.1.1 Policy Information Flow Structure

The Policy informatiorilow structure is as follows. Each wireline Broadband Network Logical
Function requires a set of information to perform its task. Each function receives information
from one or more information sources. These sources could be signaling interfacesigncludi
those that have been defined by other SDOs. They could also be other logical functions in the
broadband network domain. These sources in turn provide information in the form of
parameters/attributes to the logical functions. The information flow steuas follows:

A Network Logical Functiofi Function responsible for implementing part of the policy of
the wireline broadband network domain. The function will have defined characteristics
such as:

o Function Typd Policy Decision Point (PDP), Policy Emtiement Point (PEP) or
other.

o Function Hierarchy Centralized or Distributed Policy Source
(as perSection6.1)

0 Locationi Network element that could host the function. Note that any logical
function could be hosted in diffemt types of network elements.

A Information Sourcavhich can be:
0 A Logical Function in the Broadband Network Domain

0 An entity beyond the Broadband Network Domain that is reached via
standardized signaling interfacesodherinterfaces

0 A proprietary datasurce.

Note that multiple Information Sources can feed information to any given Network
Logical Function.
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A Parameters/AttributeisInformation that needs to be processed by the logical function for
the application of the network policy. These parametersransported to the Network
Logical Functiorfrom the Information Source and have characteristics such as:

o Category the area of applicability of the parameter

A Service Data Flow indicates that the parameter is only applicable to an
identified Service da flow.

A Session Identifiers
1 Access Session ID local loop id/DSLAM ID
1 L2 Session ID: ALA
1 Subscriber Sessiot Subscriber ID/BNG ID
1 Service Session ID: Service Session ID/ PEP ID
1 Application Session ID: Application ID
A Charging
A QoS
A Policy
o Value Typei Enumerated, Octet String, Unsigned Integer, Address

Note: The value type is provided for imfeation and the specific format and
encodingwill be defined by protocol specification

Note The involvement of specific network functions and handling of sigecif
parameters and attributes contaimethis Framework may depend on the
architecturalscenaricanduse case. It will be up toelarchitecture specificatiorte
definethe interpretation and/or actions related to those functions.

The basic informationdw structure is shown schematicallyfigure35 Information Flow
Structure
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Figure 35 Information Flow Structure

Each [Network Logical Function Information Sourcegombination is represented by a unique
block of information function, Source, ParametérdNote that outputs from any given logical
function can serve as inputs to another logical function. Hence they will be represented in a
separate block of informatidfor the second logical functignthe source in this case will be the
first logical function and the parameters will be the output from the first function.

Figure36 depicts the case where parameters from several informatiocesoare input into
Logical Function 1. Function 1 in turn produces a series of independent outputs which serve as
inputs to Logical Functions 2, 3, and 4.

Figure36 also shows the possibility of information flows in the revelisectioni Function 2

receives input from Function 1 and after processing, sends information back to Function 1. The
output O[2,1] is depicted as yet another independent {Function, Source, Parameters} Information
Block.

Thus the following independent orimation blocks are shown Figure36:
A {Logical Function = Function 2, Information Source = Function 1, Parameters = O[1,2]}
A {Logical Function = Function 3, Information Source = Function 1, Parameters = O[1,3]}
A {Logical Function= Function 4, Information Source = Function 1, Parameters = O[1,4]}
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A {Logical Function = Function 1, Information Source = Function 2, Parameters = O[2,1]}

0[2,1]
Broadband Broadband
Wireline " 0[1’2] Wireline P
Logical -~ Logical
Function 2 Function 1
= Interface
O[l 3 Information Source:
L
ALogical Function
quadl?and AExternal Entity Parameter
WREis AProprietary Source :
Logical P y
Function 3 : A ’
Interface - { Parameter |
Broadband
Wireline O[1,4]
Logical Information Source:
Function 4 A . .
ALogical Function

AExternal Entity
AProprietary Source

O[m,n]: Information Flow from Function m to Function n

Figure 36 Function Output as Information Source to Other Functions

7.1.2 Network Logical Functions

The purpose of the policy information flow structure is to drive the development of the necessary
information flows between Network Logical Functions supporting policy objectives. These flows
should be crdéd to support all the use cases that have been adopted by the Broadband Forum. It
is possible that each use case may be supported by mattpieecturesHence, each

architectural variation for all use caseayrequire a specific set of informatidrows.

The set of Netwk Logical Functions that require information flows for processing policy
decisions and enforcement can be drawn from the Broadband Domain Elements and Interfaces
shown inFigure37.
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Figure 37 Broadband Domain Elements & Interfaces

The set of information exchanges with the appropriate [Logical Function, Source] combinations,
is as follows.

a. [Logical Function => PDP; Information Source => AR Information on the incoming
call/sessn from the BBF domain AF is conveyed to the PDP.

b. [Logical Function => PDP; Information Source => AAA Information on the
authorization and authentication status is conveyed to the PDP.

c. [Logical Function => PEP; Information Source => POR The PDP procsses all
incoming information and submits it to the PEP.

d. [Logical Function => PDP; Information Source => PR The PEP submits the policy
enforcement status back to the PDP or PEP requests policy decision from the PDP

e. [Logical Function => AF; InformatiorSource => PDR i The PDP responds back to the
AF with information on acceptance or rejection of the incoming call/session.

f. [Logical Function => PDP; Information Source => other PPIP The PDP receives
information from the other PDP,.

g. [Logical Function =>otherPDP; Information Source => PDPi The PDP sends
information to the other PDP.

Flows (b), (c), and (d) are within the scopel&134in that these flows support the

development of nodal requirements fomaémts in the transport/nodal layerFigure37.

FIl ows (a) and (e) will need to be determined
on the type of Application Layer functionality.

Flows (f) and (g) are in the out scodel®R-134and for future study.

Januarn2013 © The Broadband ForurAll rights reserved 680f 110



Broadband Policy Control Framevko(BPCF) TR-134Issuel Corrigendum 1

7.1.3 Policy Information Model Elements and requirements

R-68. ThePDP MUST be able taddpolicy rules in the PEP via theiRterface
R-69. The PDP MUST be able to modipplicy rules in the PERia the Rinterface
R-70. ThePDP MUST be able to remoyelicy rules in the PEP via theiRterface
R-71. The PDP MUST be able to activadelicy rules in the PERia the R interface
R-72. ThePDP MUST be able to deactivate policy rules in the PEP via theeRace

R-73. The PP MUST be able toespond tgolicy rulesreceived from the PD#Aa the
R interface indicating the result of the request

R-74. The PP MUST be able toequespolicy rulesfrom the PDRvia the Rinterface
R-75. The communication between the PDP and the PEP Mh#Seliable

R-76. ThePDP MUST be able toespond to golicy request from the PERa the R
referencepointacceptingor rejecting the request

R-77. The protocol design for the iRterfaceMUST support the exchange of Vendor
Specific Information.

R-78. The PDP SHOUD be able to submit the following message parameters to the
PEP:
- Policy ruleset upon Subscriber session establishment
- Policy rule update during Subscriber session, upon session event and on termination
- Request for notification of specific events

R-79. PDP decision$MUST be able to be based on:

i Information obtained from the AF vihe E/G interfaces

(e.g. the session, media and subscriber related information).

1 Information obtained from the PEP \tlzeR interface
(e.g. beaer attributes, request type and subscriber related information).
Information obtained from the AAServervia theA interface
Information obtained fromanotheDP via the | interface
Information obtained from theepository via the C inté&ce (e.g. subscriber
and service related data)

E
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7.1.4 Policy Information Model Messages between PD&nd PEP over R
Interface

PDP

I

Messages exchange between

}

0

BPCF PDP to PEP point

L

|

PEP

Figure 38 PIM Messages between PDBnd PEP over Rinterface

7.1.4.1 [Logical Function => PEP; Information Source => PDP]

Abstract Policy Information Elementsi PDP C PEP direction parameters submitted for

policy
Table 14 PDP to PEP direction parameters
Parameter Category Type Description
PDP ID User Octet Sting | Identifies the PDP installing a Policy
Identification
Session ID Identification Unsigned The access session ID and / or application/flow session ID
Integer Access session: unique value generated by the PEP and
included in all message exchanges between the PEPRihd
Application/Flow session: unique value generated by the P
and included in all message exchanges between the PEP
PDP.
IP Address User Octet String | IP Address associated with the subscriber line. Can have
Identification multiple occurrences g. in the case of a NAT in the data pa
,or a mixed IPv4/IPv6 deployment. Can be optionally
combined with a domain identifier indicating the area of
validity
Policy Rule Policy Activate/ Request towards the PEP for a polisgtallation/deactivation
Request Deactivate/m| or modification.
odify
Policy lifetime | Policy Unsigned Lifetime of the policy in seconds
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Integer
Policy Rule Policy Activate/ The response sent by the PDP to authorize the request an
Response Deactivate/m| provide informationa PEP in the policy pull mode.
odify
QoS Paramete| QoS QoS Parameter/s setting M&®equestedBandwidthUL,Max-
NA RequestedBandwidthDL, Protocol, Reservation class, ToS

traffic class, QoS Priority

Policy Rule ID | Policy Octet String | Identifier for the péicy rule activated at the PEP by the PDP

Policy Rule Policy Octet String | A predefined group of policy rules at the PEP

Group ID

Policy Rule Policy Unsigned The precedence of a Policy Rule in case of overlapping po

Precedence rules

Traffic actions | Policy Enumerated | Indicates that the PEP Function must enforce the specified
traffic actionfor the detected application traffic.

Generic traffic actions includdrop, forward, mark , policy
route and rate limit

Application Policy Octet String | Indicates that the PEP Function must enforce the redirectiq

action action for the detected application traffic
Application actions include http redirect, TCP reset, DNS
redirect

Traffic flow Service Data NA Consists of all or a subset the following: source/destination

filter (IP 5 Flow IP@, port, protocol (above the IP layer)

tuple)

Multicast ACL NA The multicastaddresses/address ranges that specify the
multicast groups a subscriber is allowed to join. Note: in thg
case of a multicast package ID, a peirtb this would be part
of a policy rule

Quota Charging Set Quota/ | User Allowed/remaining Quota.

Update User Quota update per service list, session
Quota

Charging Mode | Charging Enumerated | Online/Offline Charging (Prpaid/Postpaid)

RatingGroup Charging Unsigned The charging key for the policy rule used for rating purpos

Charging Charging NA Correlates charging records in the access with those in the

Correlation ID AF/application domain

Policy Rule Policy SetPolicy SetPolicyrule

Charging rule/ Update | A Policyrule includes theating group, QoS information
Policy rule | (UL/DL BW, traffic class, priority), charging mode (online,
offline) and precedence. For identification purposekcy
rulei s a s spolepyreldida

Policy Rule Policy N/A The information included in a Policy Rule regarding QoS a

parameters charging

Vendorld Identification String Identify the PDP vendor. The PEP uses this when there af
Vender specific differences at the PDP

Event Trigger | Policy Add / The list of events the PDP subscribes to. It includes the ev

remove the AF subscribes to

Januarn2013

© The Broadband Forumll rights reserved

710f 110



Broadband Policy Control Framevko(BPCF)

TR-134Issuel Corrigendum 1

subscription

for event/
event list
. The QoS assigned to the broadband subscriber lihevate
Ilgre;%ueltAccess Policy NA attachmerit.og-In time. The PDP may owvede the default
QoS it receives from the PEP at device attachfcBIME.
It includes the traffic Class, priority and peenption of the
connection. The PDP may modify the defeadtess profile it
receives from the PEP
Logical access User Octet String The identity of the logical access to which the user device i

ID

identification

connected. It is stored temporarily in th&A function
connected to PDP.

This corresponds to the Agent ID in case of IPv4 and to TH
Interface Id of DHCP option 82 for 8

Physical Access

The identity of the physical access to which the user devicg

ID iL:iseirtification UTF8String connected. It is stored temporarily in th&A function
connected to the PDP.
This corresponds to the Agent Remote ID
Globally The IP address of the User for which profile information is
. User .
Unique P ificati being pushed.
address Identification . o . o
The addressing domain in which the IP address is significa
Subscriber ID User Octet Strin Identity of the attached user. The Suiiser ID is stored
identification 9 permanently in the user profile data base and is stored
temporarily in the AAA function connected to the PDP
HdrlpVersion Service Data Octet String Identifies the version of the IP addresses to be filtered on.
Flow
HdrSrcAddress Service Data Octet String A source IP address.
Flow
HdrSrcAddress Service Data Octet Strin The end of a range of source IP addresses (inclusive), whe
EndOfRange Flow 9 | the start of the range is the HdrSrcAddress value.
HdrSrcMask Service Data Octet Sin A mask to be used in comparing the source address in the
Flow 9 | header with the value represented in the HdrSrcAddress
property.
SHerestAddres Service Data Octet String A destination IP address.
Flow
HdrDestAddres Service Data OctetStrin The end of a range of destination IP addresses (inclusive),
sEndOfRange Flow 9 | where the start of the range is the HdrDestAddress value.
HdrDestMask Service Data Octet String A mask to be used in comparing the destination address in

Flow

IP header with the vaauin the HdrDestAddress

HdrProtocollD

Service Data

Octet String

8-bit unsigned integer, representing an IP protocol type. Th
value is comparedith the Protocol field in the IP header.

Flow or unsigned
integer
HdrSrcPortStart Service Data OctetStrin Represents the lower end of a range of UDP or TCP sourc
Flow or Unsi ne?j ports. The upper end of the range is represented by the
integerg HdrSrcPortEnd property. The value of HdrSrcPortStarst

be no greater than the value of HdrSrcPortEndnglsiport is
indicated by equal values for HdrSrcPortStart and
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